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A Line in the Sand 
Artificial Intelligence and Human Liberty

It is hard to know where we stand in the 
timeline of AI implementation in the crim-
inal legal space. Part of the challenge is that 
the criminal legal “system” is in reality a 
multiverse of federal, state, and local juris-
dictions.[1] More problematic still is the sheer 
ubiquity of AI and related technologies. “I 
think the most important thing people don't 
know is that tech is now working at mega 
scale,” observes Eric Schmidt, the former 
chairman and CEO of Google, caution-
ing—via the title of a recent Oscar-winning 
film—that tech is “everything everywhere all 
at once.”[2]

What we do know is that AI is already in use 
in the criminal legal realm and, given the 
human propensity to reach for technological 

solutions to social problems, its further adop-
tion is almost certainly unstoppable.[3] So how 
best to navigate the current moment of AI 
implementation? “We need a clear line in the 
sand: ‘these use-cases are OK, these are not,’” 
urges Sara Friedman of The Council of State 
Governments Justice Center. “The criminal 
legal system deprives people of their liberty. 
It shouldn’t be using AI to do this. There is 
a line when you are responsible for people’s 
lives; there are things you shouldn’t do.”

“The data may not be able to 
solve the problem—we’re 
talking about human nature.”
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Friedman was a participant in a working ses-
sion featuring leaders from across the tech-
nology and criminal legal spaces held at the 
Center for Justice Innovation on December 5, 
2024. The meeting aimed to think practicably 
about the recommendations in our earlier 
paper, Minding the Machines: On Values and 
AI in the Criminal Legal Space, which makes 
a sustained case for prioritizing values—what 
do we want to use AI for—over any rush to 
implement the technology simply because 
it’s ready-to-hand.[4]

Echoing Friedman, we strongly encourage a 
moratorium on any use of AI in the crimi-
nal legal system that would affect people’s 
liberty interests or pose a substantial risk 
of harm. An intentional pause would allow 
for a thorough assessment of AI’s impact on 
liberty and safety, and for a proper consider-
ation of whether it should be deployed at all in 
certain higher-stakes contexts.[5]

If anything is clear about AI, it is that the peo-
ple closest to its development are the loudest 
voices warning of the “catastrophic” risks 
posed by the technology.[6] And given the vul-
nerability of incarcerated and correctionally 
supervised people, there is added reason for 
caution in introducing any new technology 
at scale (or even a more circumscribed pilot 
project)—in particular a technology so power-
ful and, for now, potentially ungovernable.
Yet we realize even a temporary injunction 
could prove a difficult sell—that people are 
far too keen to “experiment,” “play,” or 
“sprint” rather than constrain the use of AI 
on the ground. “When you see something 
that is technically sweet,” warned Robert 
Oppenheimer in 1954, “you go ahead and 
do it and you argue about what to do about it 

https://www.innovatingjustice.org/publications/minding-machines
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only after you have had your technical suc-
cess.”[7] What follows, then, are three ideas 
for safeguarding AI implementation in the 
here-and-now that emerged over the course 
of the Center for Justice Innovation’s recent 
working session.

Lower-Risk Environments 
and Decision Points 

Even as the AI sector is awash in funding, 
leading developers are struggling to prevent 
“hallucinations,” “scheming,” and other inci-
dents in which AI essentially goes rogue[8]—a 
scenario that should be unimaginable when 
someone’s liberty or safety is at stake. A 
recent study by Anthropic and Redwood 
Research uncovered a phenomenon it dubbed 
“alignment faking,” whereby an AI system 
“feigns compliance” with instructions and 
guardrails while pursuing its own agenda in 
the background.[9] As AI becomes increas-
ingly self-generating, OpenAI technologists 
warn that “humans won’t be able to reliably 
supervise AI systems.”[10] There is also the 
issue of human users of AI finding ways to 
bypass any attempted safeguards.[11]

Actors looking to implement AI in criminal 
legal settings should aim for the lowest-risk 
environments and/or the lowest-risk decision 
points. This means avoiding the use of AI 
inside settings such as precinct lockups, jails, 
and prisons, as well as other spaces where 
people are immensely vulnerable. If total 
avoidance inside facilities is not an option, AI 
should be limited to functions that do not risk 
appreciable harm, for example, using AI to 
expedite an intake process or to enhance pre-
release reentry planning. 
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Even within the limitations we’re advocating, 
there remains much AI could be doing inside 
a mechanism as vast as the criminal legal 
system. To focus on the pretrial space alone: 
yes, our moratorium would rule out the use 
of AI to make decisions about detention 
versus release, but the technology could 
significantly enhance the capacity of case 
managers to support people in accessing 
community-based resources, services, and 
housing. Natural language processing could 
help summarize case notes, court documents, 
and client histories, while predictive ana-
lytics could suggest clients in need of more 
urgent intervention. Machine learning algo-
rithms could analyze patterns across cases to 
suggest services tailored to individual client 
needs, while maintaining human oversight 
and decision-making in sensitive matters. 
Employed judiciously, these tools could 
help reduce administrative burden while 
improving the quality and consistency 
of client support, particularly for case 
managers overseeing high-risk cases or 
larger caseloads. Slightly further afield, 
“upstream” community-based programs—
efforts to prevent contact with the criminal 
legal system altogether—might be ideal 
for this kind of robust AI development and 
implementation.[12]

AI is also being used to expedite data collec-
tion and analysis in service of policy advo-
cacy. The technology can be particularly 
effective when the necessary data is difficult 
to access. The recent use of AI technology 
to disrupt the default use of incarceration 
for unpaid court fines and fees in Jefferson 
County, Alabama, is a prime example.[13]

Simulate First 
Before deploying AI in justice-related set-
tings, comprehensive evaluation should be 
mandatory, even when system actors are not 
using it to make liberty-impacting decisions. 
Think of evaluation as a simulation or trial 
run in a controlled environment—a way to 
safely test AI behavior before it can have 
real-world consequences. Evaluations can 
range from basic to sophisticated, with the 
minimum standard being model validation—
put simply, auditioning the AI—on represen-
tative real-world datasets. For justice-related 
large language models—that is, AI capable of 
understanding language and generating orig-
inal content—this would likely begin with 
curating question-answer pairs from case 
management interactions to create "golden 
datasets" that represent ideal responses to 
client needs. 
When direct real-world data isn't available or 
usable for evaluation purposes, stakeholders 
can make use of aggregate statistics or 
generate so-called synthetic data. The latter 
involves creating artificial but statistically 
representative data to stress-test the AI's 
behavior and assess its alignment with 
intended outcomes. The golden datasets 
can then serve as continuous monitoring 
benchmarks, allowing evaluators to detect 
when model outputs drift from established 
standards of fairness and accuracy. 
Perhaps most revealing, simulations 
could expose pre-existing human biases 
and systemic failures in the legal system. 
When AI models struggle with certain 
demographics or contexts, it's frequently 
because they're learning from historical data 
that reflect human-generated disparities (a 

https://www.innovatingjustice.org/publications/upstream-is-reform
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phenomenon witnessed in the introduction 
of an earlier technology: pretrial algorithmic 
risk assessments[14]). This insight suggests 
that the methodologies we use to detect 
and mitigate AI bias may help to identify 
and address longstanding human biases in 
criminal legal decision-making. In a similar 
spirit of self-examination, the risk factors 
associated with incarceration—everything 
from reoffending to death—are well-estab-
lished; why not deploy an AI courtroom tool 
to gauge the risk incarceration could pose to 
a given individual?[15]

Push for Standards
At numerous points throughout the working 
session, the discussion focused on the 
creation of field-wide standards to safeguard 
AI implementation in the criminal legal space. 
There are a range of analogous efforts to 
draw on. Several participants pointed to the 
work of the U.S. Department of Commerce’s 
National Institute of Standards and Technol-
ogy [NIST], which “leads and participates 
in the development of technical standards, 
including international standards, that pro-
mote innovation and public trust in systems 
that use AI.”[16] While NIST is in the business 
of promulgating “voluntary consensus-based 
standards,” working session participants 
envisaged a policy process or body with more 
enforcement power or more informal influ-
ence in the criminal legal ecosystem. 
But even with standards for the use of crimi-
nal legal AI secured, such a policy would not 
be self-executing.
Policy implementation has been a peren-
nial challenge in the criminal legal space.[17] 

This has been most acute in the attempt 
to translate empirical data into policy. For 
policymaking backed by convincing research 
to fulfill its promise, Elizabeth Linos of the 
Harvard Kennedy School has identified three 
criteria: “evidence has to be useful—i.e., it 
answers questions that a government has 
asked; usable—i.e., the right insights can be 
translated into a new context; and used—i.e., 
organizations have the capacity to imple-
ment the practice at scale.”[18] These criteria 
apply to any attempted standards for the 
responsible implementation of AI, especially 
efforts to put the brakes on hasty experimen-
tation and safeguard against unknown and 
unintended consequences. 
Finally, given the speed of AI’s evolution, 
it may be unrealistic to expect standards, 
formal laws, and other forms of regulation  
to keep pace.[19]

“There is a line when you are 
responsible for people’s 
lives; there are things you 
shouldn’t do.”

Conclusion:  
Human, All Too Human 

“The data may not be able to solve the prob-
lem here,” reflected a technology executive 
toward the end of the working session, “we’re 
talking about human nature.” AI is “inherent-
ly socio-technical in nature,” concurs a recent 
report from NIST. Its outcomes emerge 
(messily) from the “interplay” of the technol-
ogy with a host of social factors—including 

https://www.innovatingjustice.org/publications/policy-implementation
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the people operating it and the context in 
which it is operating.[20]

As our technological capabilities expand, 
Massachusetts Institute of Technology’s 
Michael Schrage and David Kiron remind us 
to focus on the formative role our human-
generated ideas play in AI’s evolution—from 
our ethical commitments to our conception 
of “how AI represents reality.” They 
challenge us to “possess the self-awareness 
and rigor” to avoid “default[ing] to tacit, 
unarticulated philosophical principles” for 
our AI deployments.[21]

As the philosopher Sidney Hook concluded 
65 years ago, reckoning with the interplay 
of human nature and “the discoveries of 
scientific technology” of his own era, “it is 
human choice and the decisions to which 
it leads” that will determine our fate.[22] In 
the high-stakes context of the criminal legal 
system, the decisions pertaining to the 
implementation of AI can start with humility 
and hypervigilance.

FOR MORE INFORMATION
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